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Abstract. In the realm of government information, technical decisions about data formeat,
access software and public distribution methods are inherently political decisions. They
affect what kind of data can be accessed, how, by whom, and for how long into the future it
will beavailable. To evaluate and respond appropriately to policy changes by government
producers of data, technical issues must also belooked at in thelight of social values shared
by the data-using community.

How does anewly decked-out data product fare with regard to open access? Privacy
of individuals? Documentation that allowsthe datato be correctly cited, tested for reliability,
re-used in the future? Social and political concerns also come into play when the flexibility
offered by distributing raw data is balanced against locking the data into a “user-friendly”
software, and when productstraditionally produced by the federal government are privatized.
Asprivateindustry pushes harder for information to become acommaodity—something that
can be sold for profit—it isimportant for data usersto push back with a strong philosophy
of information asasocia good, and to evaluate data products and accessin light of their value
to society, rather than on strictly narrow technical grounds.

The advent of the information infra-
structure and the enormous opportunities it
offers for citizens to access information has
led to both the expected increase in access
and, paradoxically, to some situations of
sharply diminished access.!

[W]e dare not think that, just because
we can do good things with technology, it
therefore threatens no radical and
unconsidered change.... What looks like
freedom in the short term may constrain usin
the long term. Much the same applies to
computers. We have to look beyond the
immediate activities we are inclined to praise
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or curse. We have to grasp the underlying
forces—human as well as technological—
through which society is being reshaped.?

How could it be, given grand technological
advances and tremendous cumulative experience in
collecting, presenting and preserving data, that we
sometimes have less access to data than before?
Progress in technology does not automatically
translate into more and better access to public data.
While technology can make many things possible, it
is social and political decisions that make them
happen—or not.

Political decisionsaffect how technology isused,
what kinds of data are gathered, methods employed
in collection and analysis, which data products are
created and how they function, and what data are
made publicly available.

Itisunquestionablethat public dataiseasier to
locate and use than it was even just afew years ago.
There are new audiences for data because of this
development. There areincreasing expectationsthat
the government should use technology demo-
cratically, by increasing access to civic data and
services. Technologies are, meanwhile, advancing
rapidly and becoming extremely complex—often with
implications that are beyond the everyday under-
standing of average citizens. And thereisincreasing
awarenessthat because dataissocialy valuable, there
ismoney to be made in packaging and selling it.
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Poor quality data products or problematic access
canresult fromlack of technical expertise—itissimply
very difficult for data publishers to know everything
they need to know to produce the best product for
any given audience. Traditionally usersin the data
community are consulted and do provide public
feedback inthistype of situation, and that rel ationship
will no doubt continue. But this is not the type of
problem we focus on in this paper.

Our attention herewill be given to new problems
and issues in the provision of public data as they
arisefromthecollision of political and social agendas
with new technologies. Wefocus primarily on public
data, and by that we mean data collected, published
and disseminated by governments. We believe that
the data community has an important advocacy role
to play in ensuring that public access to data is
enhanced and not diminished by technological
advances. At the same time, we believe that it is
necessary to first recognize underlying political
issues. There is little likelihood that a better data
product or service will result from lengthy technical
critiqueswhen theflaws are aconsequence of political
tradeoffs or special interest agendas.

Thanks to considerable professional expertise,
the data community—composed as we are of
producers, distributors, archivists, academic
researchers, policy setters, citizen activists, and so
on—is uniquely poised to be a watchdog in areas
where society could end up on thelosing end of the
stick when it comes to data access. In examining a
few recent trends connected with new technology,
wediscusswhereand how intervention and advocacy
might be called for.

Costs

The political and the technological collide most
visibly in the area of costs. Technological solutions
to data dissemination and access are expensive and,
when agovernment decides how to allocateitsbudget,
itisnearly impossibleto avoid political considerations.
These may be as simple as having to decide among
many worthy projects (“should we cut back on milk
for school children or increase the data budget?’), or
they may directly expressaninformation policy (“Let’'s
outsource our data distribution!”). The added
expense of new technology adds new competition to
limited budgets. Oddly, it is*“cost savings’ that are
often cited as areason to create new data products.
These cost savings, asyou mightimagine, arelargely
illusory, but the negative effects they can have on
dataaccessarereal. Often, “cost savings' arereally
“cost shifting.”

For instance, cost can be shifted from the data
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producer to the user of statistical tables as when
printed statistical publications are replaced with
computer-based productsor online access. Theusers
bear the new cost in purchasing more and better
computersand in actually printing when apaper copy
isrequired. Thisisnot atrivial problem. A recent
study found that, although 58% of American
households have Internet access, “a digital divide
remains or has expanded slightly in some cases, even
while Internet access and computer ownership are
rising rapidly for amost all groups.”* Thus, whilea
shift to internet access for statistical tablesisagood
thing and brings data closer to many, the very
technol ogy that enablesthis change can, at the same
time, increase costs for access to individuals or to
librariesthat serve thoseindividuals.

A recent GAO report makes this even more
apparent® In asurvey of Internet usersin the U.S,,
the GAO found that few homes havefast, broadband
(DSL or cable) access. The survey found that “[t]he
conventional telephonelinewasstill themost common
method of transport to the Internet” and that about 88
percent of respondents use thismethod. Further, the
report found that the “survey results support the
perception that access to and use of the Internet are
influenced by aperson’ srace, education, and income
level.” Asweevaluate government web sitessuch as
the Census Bureau’ s American FactFinder that have
large pages, interfaces that require the most current
browser and require the page to reload with each
choice a user makes, and data pages as large as one
megabyte or morewith an estimated timeto display of
more than 3 minutes in some cases? we cannot help
but think that the advances of I nternet access are not
reaching most Americans.

When the funds are not availableto libraries or
individuals to upgrade their Internet access to the
high end that agency sites seemto prefer, the datawill
simply not be available to those users.

Other more subtleformsof cost shifting can occur
when we replace traditional distribution of print
materials with new data products. The government
can save money (taxpayers' money, of course) by
replacing paper and ink with CD-ROMs or even
Internet access, but the user who is best served by a
simple tablein abook or periodical may actually find
using acomputer-based product moretime consuming
and more confusing. The cost shifting is from the
government budget to the individual’s time and
perseverance. Sometimes, reluctance to adequately
test data products—an expensive and labor-intensive
process—resultsin defective productsbeing released
that can never be used. In addition, unless the data
product is designed carefully, information present in
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theprinted publication, such asfootnotesand sources
and formulas, may be unavailableor difficult to usein
the computer product. The user may not be able, for
instance, to ensure that the table found in the
computer product is the newer version of one
previously printedinabook. Again, if theindividual
doesnot havethetimeto spend with the new product,
or if the new product has sacrificed some detail, the
new product has created a net loss rather than gain.

These are examples of how a political decision,
cost savings, candriveatechnical decision and result
innew costsand new barriersto accessto some users.
The decision to move to anew technology does not,
of course, require “cost savings’ or cost-shifting.
But the implementation of the technical decision is
political and theresultsarereal.

Another use of “cost savings” isasarationale
or excuse for making achangein prioritiessuch asan
explicit shift away fromdatadissemination.” Although,
we have seen less of thisso far, we anticipate that we
will see more agencies shying away from data
distribution asother i ssues politicize the processeven
more. Wewill examinein later sectionshow theissues
of privacy and privatization will createthorny problems
with political implications.

Costs can also be shifted to the data analyst.
When raw data, publicly distributed, is replaced with
an easy to use product that will produce simpletables
but not supply the underlying raw data, the analyst
will have to seek the raw data from more expensive
commercial sources. Thereisnotechnical reason why
asimplified, easier-to-use data product mustpreclude
providing public accessto raw data, but it sometimes
happens and, with increasing costs and competing
priorities, may occur more often in the future. The
data community must insist that the government
continueto providefree or at-cost distribution of raw
datato researchers, dataarchives, and digital libraries
as an essential complement to new easy-to-use data
products, or we will suffer either increased costs or a
loss of our primary research materials or both.

The cost of preservation of data and long term
access to data may also be overlooked when cost
savings drive new data product development.
Preservation issues are examined in alater section.

The cost shift can also be from one data
producer/distributor to another, or from one budget
to another. When an agency decides to make data
available ontheweb, for instance, it may save money
initially (on printing costs, on cost of answering phone
inquiries, even on FOI A responses). But new, perhaps
unanticipated, costs of the new technology soon
appear. In afascinating presentation at the 1999
Annual Symposium of the American Society of
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Access Professionals, an EPA officia described with
great enthusiasm the way EPA is able to use its web
site to make community information available. Then
she noted that there was an unanticipated and un-
funded cost of three million dollars for this activity.®
Thisgivesusan uneasy feeling. Whilewe appreciate
the enthusiasm of the EPA and the ease of use of data
at their site, we cannot help but wonder, once thereal
cost of the new data product (web access to EPA
data) isaddressed, will the cost be met? If not, what
access will we have?

Privacy

Asweall know, the guarantee of confidentiality
to survey respondents is a foundation for survey
research. If we cannot provide that guarantee,
accuracy and reliability of surveys will decrease
drastically. Government agencies such asthe Census
Bureau havealong and admirabl e history of protecting
the privacy of individual sand businesseswho report
personal or proprietary information to the
government.® While we assume that this principle
will continue to be widely respected by government
dataproducers, we see many new problemsemerging
that will complicate and endanger it.

New technologies, particularly those that
provide easier access to data, are making it harder to
ensure privacy. Networked technologies for
collecting, storing, and disseminating public datamake
it moredifficultto protect confidential informationfrom
accidental or inadvertent exposure.'® Inaddition, data
about individuals can now be integrated, compiled,
and linked between agencies and across programsin
ways never intended when the information was
originally collected. Public agenciescan easily collect
information about users of agency web sitesand can
do so without the consent of the person. Theserisks
are not new, but they become more severe with each
new technological advance.

In the political arena, privacy and access are
often portrayed astwo irreconcilable options: to allow
dataaccess and give up privacy, or deny dataaccess
asthe expensefor maintaining privacy. These canbe
highly charged political questions, but the data
community knows that privacy can be protected
without denying accessto data. Wehaveanimportant
role to play in keeping the public and policy makers
informed. Politiciansand technocratswill findit easier
to argue the hot-button issues than grapple with the
technical details necessary to provide both access
and privacy protection. Herewe examine some of the
issues and some recent devel opments.

It istechnology that makes it easier today than
ever before to reuse and “re-purpose” data but it is
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the decision to do so that politicizes the technol ogy
andthedata. For example, genetictestingto determine
the presence of congenital disease is mandatory in
somestatesbecauseitissocially beneficial when used
to catch and begin treatment early onin achild’slife.
Could events transpire that result in insurance
companies or employers gaining access to those
databases, legally or otherwise?'! Personal data on
healthisfast becoming avaluable commodity. Aswe
writethis, infact, alobbying effort described as“ one
of thelargest ever undertakento block implementation
of a federal health care regulation” is underway.*?
Hospitals, HMOs, insurers, and pharmaceutical
companiesare lobbying to scale back patient privacy
regulations. If business sees encouraging signs in
caseslikethisoneinthefield of healthcare, they may
al so seek to gain accessto personal information from
public data in a similar way—by attacking privacy
policies. Protecting privacy and maintai ning continued
access to anonymized data may require informed
political action and advocacy by the datacommunity.

A second privacy issue that government has
not yet dealt with adequately is the collection by
government agencies of personal information about
individual s asthoseindividual s communicate with the
agency through computer networks and agency web
sites. The technology of the web currently enables
and encourages collection of information about users
of web sites®* Although these technologies are not
inherently privacy invading, they do enable and
simplify the collection of personal information.

One recent study of 1,813 state and federal
government websites found that only seven percent
of government websites have a privacy policy* and
General Accounting Office has reported that only
three percent of federal governmental websites
surveyed implemented elements of all four of the
Federal TradeCommission’sfair information principles
for Internet privacy.’> Although there are nascent
guidelines for federal web sites, regulations and
enforceable policies are not generally in place. After
al the publicity about the FBI’s “Carnivore” (now
called “DCS1000") software,'¢ it may not be easy to
convincethe public that their privacy will be ensured
even when policies are in place. Controversy about
this kind of privacy issue poses a problem for
collection of datathat is useful to the government in
providing services, designing better web sites,
alocating staff and resources, and so on.

A third privacy issue is that new technology
enablesgovernmentsto take personal information that
has been collected legitimately and exploit it for
purposes that were not intended at the time of the
data collection. The“linking” of data from different
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sources is a prime example of this phenomenon.t”
There are forces driving government toward the re-
utilization and re-purposing of personal data already
gathered. For governmentsto become more efficient
they will need to be better about exchanging data
between agencies and among programs. Thiswill be
anatural outcome of the move to “e-government.” 8

Governments want the utility of systems and
databases that are compatible and allow for efficient
storage and interchange of information. Therewill be
many advantagesto the public (fewer formstofill out,
consistency of information across agencies,
streamlined applications and services) when this is
done well, but the danger of misuse of the data is
real.® Theresult of linking databases and other stores
of information across programs and agenciescan have
serious privacy implications.

Consider these developments. At least one
proposal for explicit authority to link databases
emerged last year when the Congressional Budget
Office sought to link data records on the same set of
peoplefromthelnternal Revenue Service, two Census
Bureau surveys, and the Social Security
Administration in order to do sophisticated economic
modeling?® Recently, the Environmental Protection
Agency, in order to enforce the Clean Water Act,
sought datacollected from dairy farmersby theNatural
Resources Conservation Service of the Department
of Agriculture. This prompted one commentator to
say, “ Suddenly abeneficial service was being forced
into the role of unwilling informant. Clearly, any
disclosures by NRCS would undermineits credibility
with itsfarmer clients.”?

As technological advances make it easier to
merge, link, and reuse datagathered for administrative
purposes or from survey research, the tension
between government efficiency and the confidentiality
of personal information will increase and be difficult
to resolve. This will influence both data collection
and access. The GAO report cited above is a good
start to addressing the problem of privacy and data
linking formally, but the study explicitly excludesdata
linking projectsthat “areintended to result in actions
toward data subjects (e.g., federal compliance
audits).”?2  Although it will be difficult enough to
address the issues of linking data collections for the
purpose of compiling aggregated statistics, the more
difficult issuewill be the one the GAO report avoids:
that of using linked data for enforcing laws and
regulations. And, whether such uses are prohibited
or not, the public perception of such usesmay havea
strong effect on our ability to gather raw data. Finaly,
once such linked coll ections become more common, it
will be politically as well astechnically easier to use
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them for purposes other than simply compiling
aggregate statistics.

Recent developments have shown that, even
when the government is prohibited from compiling
dossiersonindividuals, agencies can and do purchase
such information from private sector companies. This
demonstrates still another difficulty; if agenciesrely
onthe private sector for information about individuals,
there is no public accountability for the accuracy of
the collection, aggregation, dissemination, or use of
such data. Use of such (inaccurate) data hasresulted
in individuals being fired from their jobs and purged
from voter rolls®

The data community is in a unique position of
understanding both the technical and the ethical
issues related to privacy and so can make a positive
difference in the debate. One hopes that there will
always be opportunities for public input when
technology deployment decisions could result in
privacy violations. But when the data community is
not invited into the discussion, we may befaced with
ethical questionsabout whistleblowing, finding either
ourselves or our colleagues in that role because we
haveaprofessional understanding of theimplications
of technical decisionsthat may betoo complex to catch
the attention of the media or the public.

Privatization

[Consider] asociety in which commercial
goalsare achieved efficiently with electronic
technology, but inthe process, free accessto
information as a social commitment goes by
the wayside. Only datathat has commercial
valuewill be collected and retrieved. *

The struggleto keep publicinformation publicly
availableisnot anew one.?®> Thekey playershereare
the public, who would like free access personally and
professionally to everything that has been produced
at taxpayer expense; information industry businesses
who would liketo get exclusive control over portions
of free government data and sell it; and the
government, often caught in between laws ordaining
free access and the impulse to fatten the agency’s
budget by selling dataor privatizingitscollectionand
dissemination.

In the sense we use the term ‘ privatization,” we
mean it asagenerally negative occurrence when data
that used to be collected, published, and distributed
for free or at marginal cost by the government are
replaced by commercial, for-profit products. (Thereis
also a different, symbiotic relationship between the
information industry and government, in which
businesses complement rather than replace
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government data products by acquiring government
data, enhancing and improving it, and then selling it.
The value that the private sector typically brings to
government information ranges from convenience of
packaging and distribution to superior indexing and
organization.)

Technology heightens the struggle between
public accessand privatizationin asubtleway asnew
audiences for data emerge wanting and expecting
advanced dataproducts. Better data-access products
along with a widespread availability of desktop
computersand software have created these new larger
audiences for data than existed in the past.

This fundamentally changes what it means to
provide public accessto public data. At onetime, as
recently as ten or fifteen years ago, government
distribution of raw data to data archives and
researcherswas considered adequate, but today anew
audience for data expects to have access at their
desktops. Peoplein search of quantitativeinformation,
who used to rely on statistical material tabulated by
the government, are becoming more attuned to using
data via simple user-friendly software that enables
some analysis. Thisgroup of newly interested users
includes small business, academic researchers,
students, public interest organizations, professional
associations, community groups and so on.
Traditionally, the government went to great effort and
expenseto providethese sortsof userswith tabul ated
statistical publications, and more recently with CD-
ROM-based data and accompanying software. As
online access replaces print statistical publications
and other formats, it’ s clear that this category of data
userswill continueto have accessto public datathey
can actually use only if “front-end” software is
provided. Will that software be provided free, as a
government responsibility to share datait collects at
public expense and uses in conducting government
affairs and setting policy? Or will these data users
“pay twice” for their data by having to get usable
chunks of it from the commercial sector?

Theinformationindustry hasbeen quick toclaim
turf in answering that question, maintaining that
provision of “services’ and “adding value” to data
should be the role of the private sector and that the
government must not compete with commercial
enterprises. A recent study commissioned by the
Computer & Communications Industry Association
(CCIA) said, “Thegovernment should exercise caution
in adding specialized value to public data and
information.” In a summary of findings, the report
specifies proper roles for government as providing
public data, improving the efficiency of governmental
services, and supporting basicresearch. Beyondthat,
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the report sees only “yellow light” and “red light”
areas that governments should enter with caution or
avoid entirely; these arethe areasthat theinformation
industry wants to limit to commercial exploitation.
Governments, the report says, should not only avoid
adding specialized value to public data, but should
also avoid providing on-line services, avoid markets
where private-sector firmsare active, avoid maximizing
revenues and avoid taking action that would reduce
competition. The report concludes that “...existing
norms for government provision of goods and
services need to be updated for the digital age.”%

In short, the report suggests that governments
should collect dataand distribute raw data, but should
not create data products that make the data easier to
use. It is quite probable that the next decade will
decide whether the government continues to view
public data as a social good for which they have a
responsibility to provide broad, convenient public
access, or the information industry prevailsin
portraying dataasacommoadity that dwellsinthe zone
of for-profit enterprise. Certainly the datacommunity
can have an influencein the outcome.

Thepotential for datalossisal so aconseguence
of overt decisions allowing privatization in the
collection and publishing of what used to be public
data. As noted above, governments are responding
tothissameneedto updatethe” normsfor government
provision of goods and services” by moving
increasingly toward a new model of digital
government, but these are expensive services. Many
local governments have already coped with the
expense by contracting with private firms to manage
their dataand the contractorsare demanding exclusive
rights to the distribution of these government
databases.?” A report on this by the newspaper
industry was bluntly titled, “Government for Sale.”
As governments attempt to provide better services
digitally, these conflicts between ensuring public
access to public data and privatizing public data will
increase.

Privatization of data creates new problems. For
instance, when governments collect data, they can be
held accountable for content and methodology, but
commercial data vendors cannot. The recent
controversy over the content of Consumer Price
Index?® demonstrates how data can have political
content and implications and should warn us of
another danger of turning over to the private sector
thecollection and production of what should bepublic
data. Also, when print publications are privatized, a
customer buys and owns the publication. But inthe
electronic realm, privatization more often means that
“access” will be leased rather than data purchased
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and this raises a whole host of questions for data
usersabout long-term accesswhen providing the data
isnolonger profitableto the company. Theseissues
include copyright and fair use, and thelikelihood that
datawill be attached to some proprietary software.

How common is privatization? We have seen
the privatization of print publications for some time.
(Notable examples of government publications that
became private publications include U.S. Industrial
Outlook and The Journal of the National Cancer
Institute.®®) Privatization of public dataislesscommon,
but not unknown. For instance, in 1995, the U.S.
Bureau of Economic Affairstransferred the production
as well as the distribution of the “Business Cycle
Indicators’ tothe Conference Board 3! What wasonce
freely distributed to depository libraries is now a
commercial product. The*National Economic, Social,
& Environmental Data bank” and other data-CD-
ROMs and statistical publications that were once
distributed free to depository libraries are now
available at the government fee-based web site” Stat-
USA,” with only limited free access® (Althoughthis
is not “privatization,” since the government still
providesthe data, it isan example of the government
treating information asacommodity and selling access
rather than providing it free or at-cost.)

How likely is it that privatization of data will
continue and expand? As the collection and
distribution of data become more politically charged,
because of issues of privacy and expense, the “ easy-
out” for many public data producers will be to wash
their hands and turn over the problemsto the private
sector. Whenthishappens, the symbioticrelationship
is destroyed and the balance is upset. As noted
above, Herb Schiller, an expert in communications as
they affect society, succinctly warned that when this
trend reaches its zenith and the profit motive is the
force behind collection, publishing and preservation
of data, “ [o]nly datathat hascommercial valuewill be
collected and retrieved.”

Responding politically astheseissuesarise will
beachallengein the datacommunity, asour members
comefrom both the public and the private sector. More
discussion and debate among ourselvesisquitelikely
as this philosophical issue plays out.

Sensitive—Not Classified

The FBI has also requested
computerized check-out records from
technical and sciencelibrariesand has asked
privateinformation providers, including Mead
DataCentral and CharlesE. Simon Co., to help
monitor use of their databases. Although
public and university libraries do not have
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classified information, the FBI has justified
itsinterest in library use by a version of the
“informationmosaic” theory: that discreteand
benign pieces of information can be put
together to present a danger to national
security and therefore need to be controlled

As odd as it sounds, public data can become
less accessible if it is easier to use. This was
exemplifiedinthemid-1980swhen aseriesof decisions
endangered public availability of public data. 1n 1986
National Security Advisor to President Reagan, John
Poindexter, signed a memorandum that gave federal
departments “broad new powers to limit release of
government data and created a new ‘sensitive’
classification to restrict access to national security
related information.” Under the authority of National
Security Decision Directive 145 of September 1984,
the memorandum was attempting to protect datathat,
although not classified as secret, might be of use to
foreign powers. At the time, the government was
concerned that even commercial databases of news
stories, such as Mead’s Nexis, could provide
“sensitive material” of useto foreign powers. These
policiesweredriven by the conclusion that the power
of being able to access public information through
electronic databases made acquiring and compiling
information so easy that non-classified materials
became “sensitive” and should therefore not be
allowed to be in those public databases3*

Although this theory of information control
largely disappeared for almost a decade, it is
resurfacing now that data products makeinformation
easily available to more people.

Some controversies over the suppression of
public data raise the speculation that, especialy in
the regulatory arena, government officials may be
bowing to pressure from industry not to make certain
kinds of data so very widely accessible. Some of us
will remember, for instance, the Chrysler minivan flap
in 1995 when the government declined toissuearecall
order but alsorefused to rel easetheinvestigation data
that included videotapesof latch failuresin crashtests
— “data’ that would surely have appeared acrossthe
nation on network news. Vociferous public protest
changed their minds about public access to public
data four days later.®® And in 1997, the Federal
Aviation Administration announced that it would
disseminate airline safety dataon the Internet but that
data on maintenance violations and engine trouble
would not beincluded because FAA officialsfelt that
“certain FAA datawas prone to misinterpretation.” 6

Just this year, the Environmental Protection
Agency hasissued draft rulesand acall for comments
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implementing the Chemical Safety Information, Site
Security and Fuels Regulatory Relief Act of 1999.%7
Thelaw amended the Clean Air Act to keep chemical
industry risk management planswith chemical releases
worst-case scenario data off the Internet. The EPA’s
Federal Register announcement said that “ concerns
were raised that potential Internet distribution of
[portionsof these plans] would pose law enforcement
and national security risks.”*® Environmental activists
argued, of course, that thefar greater social benefit of
access to data about local environmental hazards
outweighed the putative national security issues.®

A final current example of the connection
between the technology of data access and the
availability of public data involves a medical
mal practice database, established in 1990 under the
Health Care Quality Improvement Act. Legislation
wasintroduced last year, and similar effortswill likely
be repeated, to givefree public accessto thisdataso
that people caninform themselves about their doctors.
Opponents of opening up the database to the public
have claimed that it would “ rai se more questionsthan
itwould settle.” Theability to get thiskind of dataon
totheaverage person’ sdesktop givesrise bothto the
impetusto do it, and the fear of widespread access*°

If this trend continues, as we expect it will, we
will see more of these cases of withholding public
data for the alleged protection of the public. As
technology makes it easier to use data, these issues
of “sensitive” datawill come up repeatedly and they
will endanger data collection and access unless we
recognize the politics behind many of these claims
and call public attention to them.

Permanent Access: Who Gets Control?
In the print world we enjoyed semi-automatic
preservation because everyone had to get their own
copy and because paper lasts a pretty long time
resulting in lots of copies on a stable medium. It has
never been as easy to preserve computerized datafor
thelong term. Ashasbeen pointed out on the pages
of this publication,* mistakes have been made in
preserving digital data and, consequently, we have
lost data. We have a much better awareness of the
need for and the difficulty of preserving data today.
Although, for the moment, the procedures and
standardsthat can ensure preservation and permanent
public accessto public datado not yet exist, two things
are clear. First, we can preserve today’s data
adequately until the time that longer-term solutions
exist. Second, digital librariesand dataarchiveshave
good toolsnow and will have better toolsinthefuture
for conversion, migration, and preservation of data.
But, in addition to the technical aspects of
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preservation, thereisal so theissueof long term access.
Thefederal government providesfor thepreservation
of datainthe National Archives, but NARA doesnot
(at least at this point) provide broad public online
access to data. We will focus here on the long term
access issues.

Along with the shift from print to electronics,
and with the shift from the distribution of datato the
“access’ of data on government servers, there has
been a shift in who has de facto responsibility for
providing permanent public access. Once, libraries
and data archives kept print materials and data for
long term public access; now, these new government
policies of data access are shifting much of that
responsibility to the government. The old model of
widedistribution and many collectionsensured long-
term access through many different institutions, with
many different funding sources, serving many different
constituencies. The new model puts the burden of
long term public access on the shoulders of either the
agency producing the data and offering access to it
through their web site, or the Government Printing
Office which collects some data for its Electronic
Collectionandisengaged in hammering out long term
preservation practices.

Not only is the concentration from “many
collections’ to asingle collection (e.g., each data set
held only in an agency “collection” or at GPO)
problematic, there is also the problem that agencies
do not have policies, or funding, or even a
congressional charge to provide permanent public
access. Agencieswill needto seek funding for thisin
addition to seeking new funding for short-term access.
Evenif funding isadequatefor many years, long term
access cannot be ensured because agencies are
subject to political pressures, future budget cuts, even
dissolution.

Whenthegovernmentisin solecontrol of access
to data, short-term and long-term access are both
endangered. Data posted to an agency web site can
be easily yanked for political reasons and experience
shows that without significant protest, litigation, or
both we may not see the data again. In 1998 for
instance, after the House Commerce Committee posted
a 104-page memo describing how the lawyers for a
tobacco company suppressed research on the health
hazards of smoking over a thirty-year period, the
tobacco company objected to it being made public.
The committee removed the memo from its web site
and withheld another 400 documents after the
company said they contained trade secrets.*?

A recentincident isashocking and overt example
of two of thedangersto long term preservation weare
describing. Shortly before the inauguration of
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President Bush, the Clinton/Bush transition team sent
a memo to all federal agencies instructing them to
remove from their web sites any information that
related to Clinton administration policies. Theremoval
and alteration of documents that were “published”
on the Arctic National Wildlife Refuge web site
presents atroubling devel opment when government
policy casts the web site as the location of the only
official copy of those documents. The first danger
exemplified hereisthat, without noticeand for overtly
political policy reasons, the removals and alterations
changed the historical record and removed from
accessinformation that was considered “ published.”
Although an agency may claim theright to make such
changes, we believe that it cannot claim that the web
site provides* permanent access’ and simultaneously
treat the web site as a constantly changing bulletin
board subject to policy changes. The second problem
is that, although the agency admits to removing
“anything that would be counter to new policy,” it
claims to have left scientific information untouched.
But, even the agency admitsthat, in deciding what to
keep and what to remove or change, “[t]he line
between opinion and science becamefuzzy.” Indeed,
the line between what is science and what is policy
andwhat ispolicy-approved science can bevery thin.
When dataaretreated the way these documents have
been treated, what guarantee will we have of future
accessto reliable, accurate data?*

Long-term accessisalso at risk for other reasons.
Intight budget times, how likely are agenciesto assign
ahigh priority to permanent public accessto important
datathat are used by only afew scholars? Should we
leave it up to next year's federal budget whether or
not we will have access to data collected ten years
ago? Can we assume that the successive
administrations will continue to fund access to data
that place certain policies in an embarrassing or
unflattering light?

An alarming aspect of thisshiftin who controls
the long-term life of government data is that we are
talking about huge amounts of valuable information
being placedin direct government control. If systems
fail, or funding isn't made available for “end of life
cycle’ needs such as migration and refreshing, or an
agency is dismantled and data is not given over to
another institution, huge amounts of public
information will be lost.

Politically, data users will have to insist that
government follow meaningful preservation practices.
New data products must take into account long-term
access. The best practice we currently have for
ensuring data preservation is through wide
distribution of raw data to data archives and digital
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libraries. Online access to government data on
government serversis not sufficient. Data archives
have more than two decades of experiencein keeping
data accessible. Thetools for conversion, migration,
and preservation will be as common among the
emerging digital libraries as online public access
catalogs are to book-based libraries. While we
celebrate “how much is instantly available,” we will
also haveto carefully examineand questionlong term
access policies and criticize shortsighted politicians
whothink only of thenext election, and whosefunding
concerns don't reach years ahead to the needs of
future generations of researchers.

Blur

In the future world of government
information, the links between content and
serviceswill become moretightly coupled and
more complex.... Will the government
eventually develop services that filter and
customize information for individuals...?
Technical solutions and policy issues are
closely intertwined in the Internet
environment .

We are already seeing alot of what Lippincott
and Cheveriedescribeabove. Public dataisavailable
inall shapesand formsfrom sitessuch as* FedStats’
(www.fedstats.gov), CDC Wonder (wonder.cdc.gov),
Ferret (ferret.bls.census.gov), and the “ Statistical
Briefing Rooms” (www.whitehouse.gov/news/
fsbr.html). The dynamic nature of web sites such as
thesealso allow usersto get just theinformation they
need quickly, and without having to acquire all the
data or a complete publication.

Where once we would have seen statistical
publications and data products, today we see
statistical services and data services. As we saw
above, administrative dataand survey datamay merge
or be linked to provide new data services. This blur
between products and services creates new access
problems even asit improves access. “Blur” will be
the context for many of the problems we have
described above.

Confidentiality and privacy issues, for instance,
will loom over government interactiveweb sites. Users
will be concerned over the confidentiality of the
information they send to the government asthey, say,
file taxes or register their car. Will their data be
intercepted ontheway to the government? And once
confidential data are collected through public web
servers, keeping the information confidential will be
more difficult as we have seen by the example of
commercial siteswhosefilesof credit card information
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have been stolen.* Once collected, will the
government use the information only for the purpose
gathered? And, as you use data, will government
data-servers track what data you use and draw
conclusions about you? Will the public react to
invasions of privacy (whether real or imagined) by
being less cooperative with agencies collecting
administrative and survey data?

When the government provides new access to
data by providing services, we have seen that the
guestion of privatization and theroles of government
and the private sector quickly arise. As“distribution
of data” becomes* accessto administrative services,”
confidentiality may precluderel ease of datathat would
oncehavebeen available. Asanagency concentrates
on its administrative role and uses database
technology to drive its service, the database will
inevitably contain much more information than can
be released to the public. The static datafilethat, in
the recent past, would have been constructed and
distributed will, in this near future we are describing,
be replaced by a dynamic database. As public
“access’ tothe data (or someof thedata) isprovided
by the government service, why should the agency
go to thetrouble of creating and distributing a static
datafile? Think of arelational database into which
companies report chemical spills and employee
injuries. This database might have confidential
information it and cannot be made public in its
everyday dynamic form. At what point will the
government extract thedatathat isclearly inthe public
sphere and make it available?

As services replace “products,” who will save
the data that was once packaged as a product?

Politics is Politics

Theideathat quality of datamight depend upon
our political advocacy isno doubt distasteful to many
readers. Paying our respectsto professional ethicsis
onething, but wading into the messy world of politics
is quite another! After all, we are concerned with
facts, data, and the search for the truth. Thisisafar
cry from trying to ferret out political motivations,
hidden agendas, special interest influences, and so
on.

It seems that even our professional ethics will
need to be reevaluated as we evolve into an online
world. Onceethicsmight haveinvolved pretty simple
notions such as not breaking the confidentiality of
records. Asdatadistribution, data access, and data
products become increasingly complex to the point
where methods of collection, presentation, and
preservation are beyond the grasp of people outside
thefield —and datais still a“social good” that isthe
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basis for policy decisions affecting our society—will
our professional responsibilities include being a
bridge between this complex world and our fellow
citizens?
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